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Abstract—Mobility in cities is of particular and growing
importance nowadays due to the demographic increase and the
existence of people with reduced mobility, as is the case of
visually impaired people. Of the various situations where mobility
represents a challenge, obtaining the notion of positioning, at
times when the person loses track of where he is and becomes
disoriented, can be extremely useful and a way to contribute to
greater autonomy for this segment of people. This paper proposes
a visual positioning system using the Google Cloud Vision API.
The architecture includes a mobile application that captures an
image via the mobile phone and sends it to a backend server that
makes use of Google Cloud Vision to recognize the image, which
may consist of text, logos or landmarks. In a first phase, the
solution was evaluated individually and, in a second phase, on a
route chosen in the city of Braga, in Portugal. Logo recognition
achieved an accuracy of 98% and proved to be sensitive to image
resolution. The frontal text recognition obtained an accuracy of
100% while the lateral recognition and at a 3 meters distance
obtained lower values, with worse results in images with more
text and of reduced dimensions. Landmark recognition always
returned the correct result, although the average accuracy is
82%. The processing time was around 3 seconds in tests done
with Wi-Fi network and about 2 seconds in field tests made with
mobile network. The obtained results prove the adequacy of using
this solution to be adapted in a real scenario.

Index Terms—Visually Impaired People, Mobility, Inclusive
Mobility, Outdoor Positioning, Image Recognition.

I. INTRODUCTION

The World Health Organization (WHO), in its report on

“Visual Impairment 2010”, refers approximately 320 thousand

people per million with some visual impairment, worldwide,

and about 47 thousand people per million considered blind

[1]. In Portugal, the 2001 reports had values in the order of

160 thousand visually impaired individuals [2] while the 2011

reports point to 900 thousand visually impaired individuals,

28 thousand of whom are blind [3]. On another hand, the

United Nations agenda for 2030 [4] defines 17 Sustainable

Development Goals (SGDs) where the aspect of inclusive

mobility is highlighted so that people with reduced mobility,

where visually impaired people (VIP) are included, can have

access to solutions that help them to get to relevant places

they need. One of the main challenges for VIP in navigation

in a city includes the difficulty of moving from a source

to a given destination in an autonomous way, being able to

position themselves when they lose their orientation, or even

detecting obstacles in their path, such as cars and holes that

hinder their circulation [5]. The navigation systems, widely

used for several years, are intended to help a person to locate

themselves in unknown places and is mainly based on the

use of GPS (Global Positioning System). The GPS, although

useful in some scenarios, has some limitations: 1) low signal

accuracy (may present errors in the order of 1 to 10 meters of

accuracy [6]), 2) fluctuations due to atmospheric conditions

and 3) delay in the response by the satellites, resulting in

the slowness of the response in real time [7]. One of the

alternative techniques for outdoor positioning and navigation is

the visual positioning, which includes positioning that makes

use of landmarks, which are known places in a city [8], as

being squares or monuments. The visual positioning technique

for navigation purposes is effective when the landmarks are

clearly visible and the directions are properly incorporated in

the photograph, and also when it is integrated with a map-

based system [9].

This paper presents a solution based on visual positioning

to assist in the positioning of VIP in a city, using the Google

Cloud Vision API. The solution includes a mobile application,

which is used to capture the image of the surrounding envi-

ronment and inform the VIP of nearby places through which

he is passing and which are useful him to position himself and

regain his orientation. Recognition tests of images containing

text (such as store names), logos or known landmarks were

carried out. The solution was evaluated in terms of its accuracy

and processing time of images recognition. The rest of the

paper is structured as follows. The next section presents the

state of the art, highlighting applications that address the issue

of navigation for visually impaired people. Section III presents

the system architecture as well as the developed prototype.

Section IV presents the evaluation of the use of the API in

terms of recognition accuracy and processing times. Finally,

the discussion and conclusion are presented in section V.

II. RELATED WORKS

In [10], an outdoor system is proposed in which a geo-

graphic database of pedestrian paths in a city is used and also

a GPS to provide the user’s position, in which the objective is

to determine the optimum route from the origin to destination.

In [11], authors present a mobile navigation system to assist

in the navigation of people with visual impairments when

navigating in outdoor environments. The suggested solution is
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based on the use of a mobile device camera and Deep Learning

algorithms to recognize and detect different objects, as well as

providing additional information to help VIP. In [12], authors

present an application entitled ”BlindNavi” that intends to

make life easier for people with visual impairments. The main

objective is to provide a new mobility aid solution, in the form

of a navigation application that stores significant information

during the trip to make it safer. The application uses voice

feedback that consists of multisensory cues combined with

micro-location technology to help VIP to explore the outdoor

environment. In [13], a case study is presented to promote and

enhance transport sustainability by providing a mobile app that

allows visually impaired people to independently use public

transportation. The work, a follow-up of previous work on this

topic [14] [15], presents the main functionalities available in a

mobile app, including a careful and detailed layout definition

to improve usability. Tests made in the city with people from

institutions are presented allowing to draw some important

conclusions regarding the usefulness of such an application as

well as future directions.

In [16], authors introduce a navigation system for people

with visual impairments for both outdoor and indoor envi-

ronments. The components of this system include a laser

that provides the distance and angle obtained from different

positions, a laptop computer, headphones and an inertial mea-

surement unit that contains accelerometers, gyroscopes and

magnetometers that can be located anywhere on the body of

the person. The algorithms used are Simultaneous Localization

and Mapping (SLAM), Pedestrian Dead Reckoning (PDR) and

GPS. In [17], authors describe a navigation system through

a Smart Robot integrated with RFID and GPS for the VIP,

both in indoor and outdoor environments. The system guides

the user to a predefined destination or to create a real-time

route for later use. In navigation mode, the Smart Robot

arrives at the destination avoiding obstacles using ultrasonic

and infrared sensors. In [18], authors propose a system for VIP

both in indoor and outdoor environments that focuses mainly

on providing a voice-based outlet for preventing obstacles and

also for navigation using an ultrasonic sensor. The solution

also uses GPS and voice that alert the visually impaired.

Many of the contributions by the scientific community to

help VIP in their navigation are focused on indoor environ-

ments. Next some of those proposals are presented, with the

main objective of understanding the methodologies, technolo-

gies and approaches that, in some cases, can be replicated

for outdoor environments as well. In [19], authors present an

indoor navigation system for VIP, using an approach based

on computer vision. Fiducial markers with audio information

are placed in the interior environment. The navigation system

provides two types of guidance: free mode guidance and

guided mode navigation. In the first mode, the user navigates

freely and the system only informs him of his current position

through audio based on the fiducial marker. In guided naviga-

tion mode, the system uses the Dijkstra algorithm, in which

the user is guided from the beginning to the destination by the

shortest path. In [20], authors describe an indoor navigation

system using a modified cane that includes color sensors and

an RFID reader, along with a micro controller, speaker and

vibration equipment. The systems installed on the cane are

a navigation system and a cartographic information system.

The navigation system follows a colored navigation line that is

placed on the floor. A color sensor is installed on the tip of the

cane and detects the color of the line that the user is walking

and the user is informed that he is walking the line through

the sensation of vibration. In [21], authors present a navigation

system that detects obstacles and helps in the navigation of

visually impaired people on the best way forward. The obstacle

is detected using an infrared-based detection system and it

sends the feedback to the receiver through vibration-tactile

or audible feedback to inform the user of its position. A

sensor is attached to the user’s head and allows the user to

obtain information about obstacles. In [22], authors present

a system that integrates data from a building’s geographic

information system with detection of landmarks to locate the

user in the building and to plot and validate a route for the

user’s navigation. The developed system complements the cane

to improve the user’s autonomy when navigating inside the

building. In [23], authors propose an Android application to

be used for indoor navigation with audio instructions where

QR codes are used. The application provides assistance in

navigating predefined paths for the blind. These QR codes

are placed in different floor sections that, after a specific

distance, act as an input for the detection and navigation

of the current location. Whenever this QR code is scanned,

it provides the user with the current location information

and asks the user to select the destination, after which the

shortest and most optimized path is made available. In [24],

solutions and technologies that are being used to assist in

the mobility of visually impaired people, both in indoor and

outdoor environments, as well as in the detection of obstacles

are reviewed. Recent research in these three main categories

is presented as well as a discussion and summary of main

technologies, approaches, and equipment used.

III. SYSTEM OVERVIEW

This section presents the architecture of the system and its

components, as well as the prototype developed for the mobile

application to be tested in a real environment.

A. Architecture

Figure 1 shows the system architecture where two main

components can be identified: the mobile application and

the image recognition API, which in this case is Google

Cloud Vision. The system works as follows: the user, using

the mobile application, should point the camera at a given

location that surrounds him and, automatically, a photo is

taken and sent through the application to the image recognition

API of the Google Cloud Vision. After processing, the result

is returned and the VIP is informed of the result that is

transmitted via audio through Talk Back. The result will allow

the person to identify the location to which he is facing,

which represents very relevant information for a VIP to be
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able to locate and return guidance if he has lost it. The image 

recognition algorithm is currently prepared to process well­

known logos and landmarks or text (in which an example is 

the name of stores). 
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Fig. I. Architecture of the system with two main components: the mobile 
application and the Google Cloud Vision API for image recognition 

B. Mobile App Prototype 

Figure 2 shows the prototype of the mobile application that 

was developed taking into account the maximum ease of use. 

Thus, when the application is opened, the camera view is 

automatically presented, and the capture of images is done 

every 7 seconds, which allows the image to be captured and 

the output of the recognition process is received. The user can, 

in this way, walk down a street with his mobile phone, and 

receive information about the places he is passing through, 

provided that they consist of text, logo or landmarks. The 

images shown in Figure 2 represent the application being 

executed and the result of the recognition process being 

presented to the user. With TalkBack or VoiceOver enabled, 

this information is read to the user automatically. From left 

to right, it is possible to see the application recognizing a 

landmark (Garden Central Avenue), a logo (McDonald's) and 

text (Santander bank). 

Fig. 2. Prototype images. The application captures an image and sends the 
result to the user. From left to right: landmark, logo and text. 

IV. EVALUATION 

This section starts by presenting the methodology used to 

carry out the tests and then presents the evaluation of the 

solution from two different perspectives. First, the results 

of the individual assessment of text recognition, logo and 

landmarks are presented and, in a second phase, field tests 

results are presented. 

A. Methodology 

The individual tests performed on the recognition of text, 

logo and landmarks aimed to measure the time of recognition 

and the obtained accuracy. The field test additionally measures 

the smartphone's battery and CPU consumption. All tests were 

performed with Redmi Note 8 which is running on the Android 

version 10 QKQJ.200114.002 and the MIUI version -Miui 

Globall2.0.3. For monitoring individual tests, Android Debug 

Bridge (ADB) is used, which is a versatile command line tool 

that allows communication with an emulator instance or with 

an Android device connected via Wi-Fi. The individual tests, 

and as a result of the confinement situation due to COVID-19, 

were carried out using printed photographs with a resolution 

of 3840x2160. The tests followed the following methodology: 

• the app points to the image and awaits the recognition 

result; 

• the results (processing time and accuracy) are stored; 

• the app points to a neutral location, where a result of "no 

elements were recognized" is returned 

• the process is repeated 20 times. 

B. Evaluation of Logo Recognition 

To assess the recognition of logos, three were chosen: 

McDonald's, Starbucks and Burger King, as shown in Figure 

3. In order to assess the impact of the image resolution, one 

of the logos was printed with a resolution of 1036xl024 (all 

other has a resolution of 3840x2160). 

Fig. 3. Logos used for the recognition tests 

The results obtained in terms of processing time and accu­

racy are illustrated in Figure 4. Its analysis allows to verify 

a significant difference in the recognition accuracy of the 

McDonald's logo of low resolution (presented as Me (low-res)) 

in relation to all the other logos. Another conclusion is that 

there are three measurements in all four logos in which there 

is an processing time of approximately 4,500 milliseconds. 

This value corresponds to the first request made to the API, 

and after continuous requests this value tends to decrease. 

Table I indicates the average values of processing times and 

recognition accuracy for each of the logos. The obtained values 

are very similar for the higher resolution logos; the only value 

to be highlighted is the lesser accuracy of the recognition of 

the logo with a lower resolution. 
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Fig. 4. Evaluation results of logo recognition

TABLE I
AVERAGE PROCESSING TIME AND AVERAGE ACCURACY OF THE FOUR

LOGOS

Burger King McDonald’s McDonald’s low-
res

Starbucks

Avg accuracy 0,99 0,98 0,79 0,98

Avg proc. time (ms) 3457,47 3605,78 3658,10 3605,78

C. Evaluation of Text Recognition

For the evaluation of text recognition, three images of places

with text in it were chosen and are presented in Figure 5. The

first one from the left represents a pizzaria and the text in it is

”MAMMA MIA Ristorante Pizzeria; the second represents a

street name and in smaller letter the postal code and the entire

text is ”4710-079 Rua José Antunes Guimarães Gualtar”; the

third image is the name of a clothes store and the text is

”ARRANJOS DE ROUPA D.AMÉLIA”.

Fig. 5. Images used for the evaluation of text recognition. From the left to
the right: (a) ”MAMMA MIA Ristorante Pizzeria”; (b) ”4710-079 Rua José
Antunes Guimarães Gualtar” and (c) ”ARRANJOS DE ROUPA D.AMÉLIA”

The test carried out follows the same procedure explained in

the Methodology section. In this specific test, for each image,

frontal, side and distance tests were carried out to understand

the impact of each of these factors on the accuracy of the

recognition algorithm. To measure the accuracy, we used the

accuracy formula presented in Figure 6 [25].

1) Frontal angle: The frontal angle tests all returned an

accuracy of 100%. In Table II it is possible to verify a slightly

longer processing time in Figure 5 (b), the reason for which is

accuracy =
#(character/word × correctly recognized)

#(character/word × recognized)

Fig. 6. Accuracy formula used for text recognition evaluation

understood to be because there are more letters in this specific

sample and some of them with small dimensions.

TABLE II
AVERAGE PROCESSING TIME AND AVERAGE ACCURACY OF FRONTAL

ANGLE TEXT RECOGNITION

Fig 5 (a) Fig 5 (b) Fig 5 (c)

Avg. accuracy 1 1 1

Avg. proc. time (ms) 3927,4 4572,7 3803,25

2) Side angle: In Figure 7, the processing time of recog-

nition of the text of each image, as well as the accuracy,

according to the formula indicated in Figure 6 are presented.

The side text recognition performed worse in Figure 5 (b),

due to the small size of the letters related to the postal code.

In the case of Figure 5 (a), in the 20 tests made, only in

3 of them, the letter ”N” of the word ”RISTORANTE” was

wrongly recognized by the letter ”M”. In the case of Figure

5 (b), in the 20 tests made, in 6 times it did not recognize

correctly the postal code (4710-079). In the case of Figure

5 (c), in 2 of the tests, the letter ”D.” was not recognized

correctly.
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Fig 5 (a) Fig 5 (b) Fig 5 (c)

Fig. 7. Recognition results in side angle

In Table III, and following the results presented in Figure

7, it is possible to verify that the average accuracy recognition

value of Figure 5 (b) was the lowest, and the processing time

was also the highest.

3) Distance tests: For these tests, the recognition of the

images was done from 3 meters away. In Figure 8, there

is some heterogeneity in the results obtained. In the case

Authorized licensed use limited to: b-on: UNIVERSIDADE DO MINHO. Downloaded on April 27,2022 at 11:16:52 UTC from IEEE Xplore.  Restrictions apply. 



TABLE III
AVERAGE PROCESSING TIME AND AVERAGE ACCURACY OF SIDE ANGLE

TEXT RECOGNITION

Fig 5 (a) Fig 5 (b) Fig 5 (c)

Avg. accuracy 0,99 0,93 0,99

Avg. proc. time (ms) 3849,8 4235,25 4011,05

of Figure 5 (a), in 4 of the tests the letter ”R” of the

word ”Ristorante” was not correctly recognized (the algorithm

recognized it as ”Q”). In the case of Figure 5 (b), the postal

code alone was not recognised in 13 of the 20 tests (due to

the reduced size of the letters) and in 4 times the words were

also not correctly identified. In the case of Figure 5 (c), the

words ”D.Amélia” were never correctly recognized due to the

existence of a strong luminosity over this part of the image.
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Fig 5 (a) Fig 5 (b) Fig 5 (c)

Fig. 8. Recognition results from a 3 meters distance

In Table IV it is possible to see the average processing time

and average accuracy for the recognition of the text in the

three images, that are coherent with the results presented in

Figure 8.

TABLE IV
AVERAGE PROCESSING TIME AND AVERAGE ACCURACY BY DISTANCE

Fig 5 (a) Fig 5 (b) Fig 5 (c)

Avg. accuracy 0,99 0,72 0,69

Avg. proc. time (ms) 3564,15 3673,55 3508,65

D. Landmark recognition

For the evaluation of the recognition of landmarks, three

points of reference illustrated in Figure 9 were chosen: (a)

Bom Jesus, in the city of Braga, (b) Santa Luzia, in the city

of Viana do Castelo and (c) Avenida Central, in the city of

Braga. The Google Cloud Vision API returns a confidence

score associated with the recognition of landmarks, which

was used in Figure 10, where the score for the recognition

of the three images is presented. There was never a score

above 0.9 and there are values that are close to 0.65, but in

all of them the returned text was the correct one. The score

is therefore not directly related to the correct identification

of the landmark. To eliminate variables such as resolution,

brightness and other factors that could be associated with these

lower values in the recognition score, a test was made with

an image of ”Bom Jesus” directly on the Google API web

console and the score was 0.8 which indicates that these are

the average values returned by the API for the identification

of landmarks. It should be noted that in all tests performed

for the 3 landmarks, and although the scores are those shown

in Figure 10, the location was always correctly identified in

terms of the returned text.

Fig. 9. Images used for landmark recognition: (a) Bom Jesus, in the city
of Braga, (b) Santa Luzia, in the city of Viana do Castelo and (c) Avenida
Central, in the city of Braga.
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Fig. 10. Landmark Recognition Results

Table V presents the processing time and the accuracy of the

landmark recognition. As previously mentioned, the average

values for the accuracy are normal for a landmark recognition

using the Google Cloud Vision API and the place was always

correctly identified.

E. Fields Tests

In addition to the individual tests for logos, texts and

landmarks presented in the previous sections, a route was

Authorized licensed use limited to: b-on: UNIVERSIDADE DO MINHO. Downloaded on April 27,2022 at 11:16:52 UTC from IEEE Xplore.  Restrictions apply. 



TABLE V 
AVERAGE PROCESSING TIME AND AVERAGE ACCURACY OF LANDMARK 

RECOGNITION 

Fig.9 (a) Fig.9 (b) Fig.9 (c) 
Avg. accuracy 0,8I 0,86 0,78 
Avg. proc. time (ms) 3592,95 3133,2 3125,6 

designed in a central location in the city of Braga, in Portugal, 

so a real test scenario could be carried out in the field, 

representing a route a person could do in a real situation, 

passing by places of the three types considered. Figure 11 

represents the location where the tests were performed, with 

two types of points being identified: 

1) places to be recognized (represented with red color). 

Four places were chosen: (1) - McDonald's (Logo), (2) 

- Santander Bank (Text), (3) - Garden Central Avenue 

(Landmark) and (4) - Jupial (Text) 

2) places from where the recognition was made (repre­

sented in black color) 

Fig. 11. Map scenario of the field tests showing the places to be recognized 
(1 to 4) and the places where the recognition was made (5 to 11) 

The following route was performed five times: (5) - (9) - (6) 

- (7) - (10) - (11) - (8). Table VI shows the places where the 

recognition of each of the four places was made. Text places (1 

and 4) were only recognized from one location and at a short 

distance. The logo (1) and the landmark (3) were recognised 

in more places since they are larger and more noticeable at a 

distance. 

TABLE VI 

MATCHING BETWEEN THE PLACES TO RECOGNIZE AND THE PLACES 

WHERE THE RECOGNITION WILL BE MADE 

Places where the recognition is maJe Place to recognize 
(5) (9) (I) 
(6) (2) 
(7) (!0) (II) (3) 
(8) (4) 

Table VII represents the accuracy and processing time of 

the text recognition of the locations (1) and (4). In the 5 

courses performed as a test, the texts of the two locations 

were correctly identified in all situations, with an accuracy of 

100%, according to the formula defined in Figure 6. 

TABLE VII 
AVERAGE PROCESSING TIME AND AVERAGE ACCURACY OF TEXT 

RECOGNITION IN FIELD TESTS 

Santander Jupial 
Avg. accuracy 
Avg. proc. time (ms) I694,4 I852,2 

Table VIII represents the accuracy and processing time of 

the logo recognition (1) from two different locations, one 

closer (5) and one with some distance (9). In the 5 courses 

performed as a test, the logo was recognized with an accuracy 

of 97% from the most distant location and with an accuracy 

of 98% from the closest location. 

TABLE Vill 
AVERAGE PROCESSING TiME AND AVERAGE ACCURACY OF LOGO 

RECOGNITION IN FIELD TESTS 

From location (5) From location (9) 
Avg. accuracy 0,98 0,97 
Avg. proc. time (ms) 1687,4 1605 

Table IX represents the accuracy and processing time of the 

landmark recognition (3) from three different locations. From 

the closest location (7), the landmark was recognized with an 

accuracy of 49% which is due to the fact that the landmark is 

not fully captured by the camera due to its proximity to the 

place. From location (11) there was a fountain in front of the 

landmark, which also reduced the accuracy of recognition. The 

recognition from location (10) was superior to the others, given 

that the captured image does not have any significant obstacles 

and the landmark can be captured in its entirety. Despite the 

accuracy of the recognition, in two situations, present values 

around 50%, the name of the landmark returned to the user 

was always correct. 

TABLE IX 
AVERAGE PROCESSING TIME AND AVERAGE ACCURACY OF LANDMARK 

RECOGNITION IN FIELD TESTS 

Avg. accuracy 
Avg. proc. time (ms) 

V. DISCUSSION AND CONCLUSIONS 

In this paper, a mobile app was proposed, implemented 

and tested with the end purpose to help visually impaired 

people to move around cities and obtain information about 

their current location and thus solving situations where they 

lose orientation. The solution uses the Visual Positioning ap­

proach and the Google Cloud Vision API is used to recognize 

images, namely text, logos and landmarks. The solution was 

individually assessed on the three aspects using photographs, 

and a field test was also carried out in the city of Braga, in 

Portugal. 

With regard to logo recognition, an accuracy of 98% was 

achieved with recognition using photographs with a resolution 

of 3840x2160. The decrease in image resolution to 1036x1024 

had a considerable impact on the accuracy, which in this case 
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was 79%. The average processing time was 3.5 seconds, using

a Wi-Fi network. With regard to text recognition, three dif-

ferent images were used, and three positions were considered:

frontal, lateral and with 3 meters distance. In the frontal angle,

the recognition accuracy was 100%. In the lateral angle, an

accuracy of 99% was achieved in two of the images and an

accuracy of 93% in another, which is justified by the fact that

it is an image with smaller letters and which will not be as

visible from a side angle. Finally, at a distance of 3 meters,

the accuracy was noticeably lower, with many letters being

incorrectly identified. The average accuracy value in this case

was 80%. With regard to processing times, the average was

4.4 seconds, with the highest values being recorded in the

image recognition with smaller letters and in greater numbers.

Landmark recognition obtained an average accuracy of 82%,

which is considered a good value, as this is the average value

obtained when a sharp and good resolution photo is submitted

for recognition directly on the API’s web console. Even taking

into account the accuracy value, the result returned on the

landmark identification was always correct. The average time

was 3.2 seconds.

Field tests were carried out in the city of Braga. For this

purpose, a route was designed that included the recognition

of two texts, one landmark and one logo. The accuracy of the

text recognition was 100% with an average processing time

of 1.8 seconds. The recognition of logos had an accuracy of

98%, and the greater distance to the logo was not significant.

The processing average in this case was 1.6 seconds. Finally,

recognition of the landmark always gave the correct location

as a return, although the accuracy varied when it was too close

and when there were obstacles ahead. The average processing

time, in this case, was 2.2 seconds. The decrease in average

processing times in tests carried out in a real scenario is

highlighted, which may eventually be justified by the use of

mobile data.

The use of this API proved to be adequate for the defined

problem research, and it can be a viable solution for incor-

poration in a mobile application with the objective of helping

visually impaired people to have a greater orientation when

moving in cities.
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